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Zhang et al. [1] raise questions about memorization and generalization in
deep networks. We address these questions by providing insight on
learning behaviour of deep nets. Comparing our work with [1]:
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